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Glass formation in binary alloys with different atomic symmetries
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Prediction of the glass-forming ability (GFA) of alloys remains a major challenge. We are not yet able to
predict the composition dependence of the GFA of even binary alloys. To investigate the effect of each element’s
propensity to form particular crystal structures on glass formation, we focus on binary alloys composed of
elements with the same size but different atomic symmetries using the patchy-particle model. For mixtures with
atomic symmetries that promote different crystal structures, the minimum critical cooling rate Rc is only a factor
of 5 lower than that for the pure substances. For mixtures with different atomic symmetries that promote local
crystalline and icosahedral order, the minimum Rc is more than three orders of magnitude lower than that for
pure substances. Results for Rc for the patchy-particle model are consistent with those from embedded atom
method simulations and sputtering experiments of NiCu, TiAl, and high entropy alloys.
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I. INTRODUCTION

Bulk metallic glasses (BMGs), which are multicomponent
alloys with disordered atomic-scale structure, are a promising
materials class because they combine metal-like strength with
plasticlike processability [1,2]. Despite their tremendous po-
tential, they have not been widely used, most likely because
current BMGs do not combine multiple advantageous proper-
ties, such as high strength, high fracture toughness, and low
material cost [3–6].

A key first step in the BMG design process is the ability to
predict the glass-forming ability (GFA) or the critical cooling
rate Rc below which crystallization occurs. To date, BMGs
with good GFA, e.g., Pd42.5Cu30Ni7.5P20 with Rc ∼ 10−2 K/s,
have been identified mainly through time-consuming experi-
ments that are guided by empirical rules [7,8]. The number
of multicomponent alloys that can potentially form metal-
lic glasses is enormous, i.e., more than 106 if we consider
four-component alloys with 32 possible elements and 1%
increments in composition of each of the four elements [6].
However, even using the latest high-throughput sputtering
techniques, researchers can only characterize a minute frac-
tion of the potential BMG-forming alloys [9–12].

An important goal is to develop a computational platform
to predict the GFA of alloys. One approach could involve
using ab initio molecular dynamics (MD) or embedded atom
method (EAM) simulations to directly measure Rc for each
alloy [13]. However, such simulations are computationally
demanding, e.g., EAM simulations can typically only achieve
cooling rates � 109 K/s with current computational capa-
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bilities. Even more, it is not presently known what level of
description is required to achieve a desired accuracy in the
prediction of Rc. For example, do we need to track the elec-
tronic degrees of freedom of alloys or can we use effective
pairwise or three-body interactions to obtain accurate predic-
tions of the GFA? Further, EAM potentials have only been
developed for a small fraction of the possible alloys and it
is currently not known whether existing EAM potentials can
accurately recapitulate the experimentally measured GFA of
these alloys.

In this paper, we begin laying the foundation for a theoreti-
cal approach to predict the GFA of alloys. We focus on binary
systems (with elements A and B) and determine whether the
best GFA for the alloy occurs for equal proportions of A and
B or whether the best GFA occurs for the A- or B-rich systems
via MD simulations. The answer to even this simple question
is unknown for most binary alloys. The central hypothesis of
this paper is that the GFA of binary alloys can be described
by functions of combinations of features of the elements A
and B that make up the alloy. Example elemental features
include the cohesive energies of the elements, εA and εB,
and the atomic diameters σA and σB [14–18]. In this paper,
we consider an additional feature: the atomic symmetry or
the propensity of an element to form a particular crystalline
phase or to form icosahedral (ICO) short-range order. For
example, Ni and Cu possess face-centered cubic (fcc) atomic
symmetry, whereas, Fe and Cr possess body-centered cubic
(bcc) atomic symmetry. For these elements, the pure metals
will form fcc or bcc crystalline phases even at extremely high
cooling rates. However, other pure metals, such as Al, possess
much lower critical cooling rates and will only crystallize
at low cooling rates [19,20]. Recent numerical studies [21]
have shown that interatomic potentials with two competing
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length scales, e.g., one that has a minimum at small atomic
separations and a maximum at larger separations, can give rise
to quasicrystal formation, especially at elevated cooling rates.
In particular, these researchers performed MD simulations
using an EAM potential for pure Al that possesses multiple
local minima in the effective pair potential. They showed that
when pure Al was rapidly cooled from the liquid state to low
temperatures, quasicrystals with ICO symmetry form. How-
ever, experiments have not confirmed that pure Al can form
quasicrystals, and thus additional experiments measuring the
structure of rapidly cooled Al, as well as other pure metals,
are necessary.

To isolate the effect that atomic symmetry has on glass for-
mation, we developed an effective patchy-particle potential to
model the behavior that some pure metals can form fcc, bcc, or
hcp (hexagonal closest packed) crystals even at high cooling
rates, whereas other pure metals must be cooled extremely
slowly to form crystalline phases [22–24]. This feature is
implemented in the simulations by choosing the form of the
patchy interaction potential for each element. For example, an
fcc, hcp, or ICO atom has 12 patches positioned on the atom
surface to generate either fcc, hcp, or ICO symmetry, and a bcc
atom has eight patches positioned on the atom surface to gen-
erate bcc symmetry. This effective patchy potential captures
an elemental feature that drives a system to form a particular
solid phase with a given local or global symmetry. To simplify
the problem, we considered systems with different cohesive
energies and atomic symmetries but the same atomic size,
σA/σB = 1.0. We argue below that the patchy-particle model
can describe the GFA for binary alloys with similar atomic
sizes, phase diagrams that do not possess any eutectic points,
and thus a composition-dependent melting temperature that is
largely monotonic. In future studies, the patchy-particle model
can be used to describe the GFA of a wider range of binary
and ternary alloys composed of elements with different atomic
sizes, as well as different cohesive energies.

To motivate the use of the patchy-particle model for
describing the GFA of binary alloys, we first performed
EAM MD simulations to calculate the composition-dependent
Rc for two binary alloys, NiCu and TiAl. We find that
even though these pairs of elements have approximately the
same atomic sizes, they possess very different composition-
dependent GFAs. In particular, for NiCu alloys, Rc depends
only weakly on composition, whereas the composition-
dependent GFA for TiAl varies by more than three orders
of magnitude. This behavior is related to the propensity of
TiAl alloys to form abundant local ICO order for Al-rich
compositions.

Inspired by these results, we performed extensive MD
simulations of the patchy-particle model for binary alloys
containing atoms with different crystalline symmetries (fcc,
bcc, and hcp) and for alloys containing atoms with crystalline
symmetries and atoms with ICO symmetries. We find that the
minimum Rc does not occur for pure substances. For binary
alloys containing atoms with different crystalline symmetries,
the minimum Rc is only a factor of ∼5 lower than that for
pure substances, which is consistent with experimental studies
of binary and multicomponent alloys, whose elements read-
ily crystallize. In contrast, Rc for binary alloys containing
atoms with ICO and crystalline symmetries can be reduced

by more than three orders of magnitude relative to that for
pure substances by increasing the fraction of atoms with ICO
symmetry. These results emphasize that the GFA of binary
alloys can be greatly increased by including elements that
enhance local ICO order. However, Rc for mixtures containing
atoms with ICO and crystalline symmetries is not monotonic;
we show that Rc possesses a minimum for the ICO-rich sys-
tems where quasicrystals can form. In addition, for binary
alloys where eutectic points are absent, we find that the GFA
is not strongly correlated with the melting curve. We show
that these results are consistent with experimental studies of
binary, ternary, and multicomponent alloys and EAM MD
simulations of NiCu and TiAl.

The remainder of the paper is organized as follows. In
Sec. II, we introduce the simulation methods, including the
EAM and patchy-paticle interaction potentials, the methods
that we use to characterize the crystalline and quasicrystalline
order, and quantification of the critical cooling rate. In this
section, we also describe the cosputtering and x-ray diffrac-
tion experiments that were performed. In Sec. III, we present
the main results for the MD simulations of the EAM and
patchy-particle interaction potentials and for the experiments
on the binary, ternary, and multicomponent alloys. We provide
the conclusions in Sec. IV, as well as promising directions
for future research. We also include two Appendices to sup-
plement the main text. In Appendix A, we present additional
details concerning the structural characterization of sputtered
samples using x-ray diffraction and, in Appendix B, we de-
scribe the results from EAM MD simulations of CuZr binary
alloys.

II. METHODS

We carry out MD simulations of binary alloys (with
elements that have similar atomic radii) cooled from the high-
temperature liquid state to low temperatures well below the
glass transition temperature Tg to measure the critical cool-
ing rate Rc, below which crystallization (or the formation of
quasicrystals) occurs. We focus on two models for the atomic
interactions: (1) EAM potentials, which include isotropic
pairwise interactions and many-body interactions that arise
from the electronic degrees of freedom and (2) the effective
patchy-particle potential, which includes anisotropic pairwise
interactions to stabilize particular crystalline symmetries, e.g.,
fcc, hcp, and bcc, or systems with local ICO order. We also
describe cosputtering deposition and x-ray diffraction experi-
ments to characterize the GFA of several binary, ternary and
multicomponent alloys with similar atomic sizes at cooling
rates R ∼ 109 K/s.

A. MD simulations of binary alloys using EAM potentials

We first focus on two specific binary alloys with similar
atomic radii: NiCu and TiAl. Several key features of the four
elements are shown in Table I. The cohesive energies of Ni
and Cu differ by 27% and that of Al and Ti differ by 52%,
which gives rise to different melting temperatures Tm for the
pure substances (see below). The equilibrium crystal structure
of Ni and Cu is fcc at room temperature. Al also forms fcc
crystals in equilibrium at room temperature, while Ti forms
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TABLE I. Several important physical properties of Ni, Cu, Ti,
and Al, including the atomic diameter σ , cohesive energy ε, melting
temperature Tm, and the equilibrium crystal structure at room tem-
perature [14,25].

Element σ (Å) ε (eV/atom) Tm (K) Crystal Structure

Ni 2.52 4.44 1728 fcc
Cu 2.52 3.49 1358 fcc
Ti 2.84 4.85 1941 hcp
Al 2.80 3.39 933.5 fcc

hcp crystals. To model these two alloys, we carry out MD sim-
ulations using the EAM potentials developed in Refs. [26,27],
which have been validated by comparing structural properties
(i.e., the pair correlation function and local atomic order) in
crystalline and amorphous states and the GFA to experimental
results [28,29]. We show that the atomic radii in these binary
alloys are similar by plotting the effective isostropic pairwise
contributions Veff (ri j ) to the EAM potentials. The minima in
Veff (ri j ) for the Cu-Cu, Cu-Ni, and Ni-Ni interactions occur
near 2.5 Å, and the minima in Veff (ri j ) for the Al-Al, Ti-Al,
and Ti-Ti interactions occur near 2.8 Å, as shown in Figs. 1(a)
and 1(b).

The EAM MD simulations are initialized with N = 2000
atoms placed on an fcc lattice. (We also carried out simu-
lations with N = 8000 atoms and found similar results for
the composition-dependent critical cooling rate.) The initial
temperature is T0 = 2500 K, which is much larger than Tm

of the pure substances, so the systems melt and reach an
equilibrium liquid state. The liquid is then cooled linearly
with rate R to 300 K � Tg so the system forms a solidlike
state. The simulations are performed using periodic boundary
conditions in cubic cells and at constant pressure P = 0 using
the Nose-Hoover barostat with a time step �t = 0.002 ps to
integrate the equations of motion. 50 independent simulations
are performed for each R. After the systems are thermally
quenched to low temperature, we characterize the local atomic
structure (described in Sec. II C) at each cooling rate.

B. MD simulations of binary alloys using the
patchy-particle model

In systems modeled using isotropic pair potentials, such
as the Lennard-Jones (LJ) interatomic potential, the low-
temperature solids possess significant fcc and hcp crystalline

FIG. 1. Effective pairwise interatomic potentials Veff (ri j ) for the
EAM models of (a) NiCu and (b) TiAl binary alloys.

FIG. 2. (a) Examples of patchy particles with different atomic
symmetries. The attractive patches (small green spheres) are placed
on the surface of the host sphere (large magenta sphere) with bcc
(upper left), fcc (upper right), hcp (lower left), and ICO (lower right)
symmetries. (b) Patchy-particle pair potentials V (ri j ) for different
values of the preferred angle parameter ψiα , which quantifies the
angle between the center-to-center vector �ri j and the vector �siα from
the center of sphere i to the center of the αth patch on i. The size of
the patch is given by δiα . Attractive interactions only occur when the
two patches α and β on particles i and j (of the same type) face each
other as shown in the inset.

order when cooled slowly [15]. However, for binary al-
loys with similar atomic radii, it is difficult to generate
bcc crystalline order using LJ pair potentials. To overcome
this difficulty, we use the anisotropic, patchy-particle model
[22–24] to generate low-temperature solids with bcc, as well
as fcc and hcp order. We can also use the patchy-particle
model to enhance local icosohedral order, which encourages
glass formation instead of crystallization with long-range
order.

In the patchy-particle model, we choose the number and
locations of attractive patches that are placed on the surface
of each spherical atom to set the preferred local symmetry.
For example, to generate fcc symmetry, we can arrange 12
patches on the surface of sphere i, where the center-to-center
separation unit vectors r̂i j between sphere i and its nearest
neighbors j point to the fcc lattice positions that are on the
surface of sphere i. We follow a similar procedure for gen-
erating patchy-particles with hcp and bcc symmetries. For
icosohedral symmetry, sphere i is placed at the center of
an icosohedron and the centers of the patches are placed at
the vertices of the icosohedron. The numbers of patches and
their placement on spherical atoms are shown in Table II and
Fig. 2(a).

The patchy-particle potential is defined by

V (ri j ) = V r
LJ(ri j ) + V a

LJ(ri j )v(ψiα, ψ jβ ), (1)

where ri j is the separation between atoms i and j of the same
atomic species. The first term V r

LJ(ri j ) involves the purely
repulsive LJ interaction, which prevents atomic overlaps. The
second term involves the attractive part of the LJ potential
V a

LJ(ri j ), and turns on when patch α on atom i is aligned with
patch β on atom j of the same type. V r

LJ(ri j ) and V a
LJ(ri j ) are
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TABLE II. Positions of the centers of patches on the host atom (in units of its radius σ/2), where the origin is at the center of the host

atom. We also define φ0 =
√

2
5+√

5
and φ1 =

√
1+√

5
2
√

5
.

# bcc fcc hcp ICO
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) (
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)
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√
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√
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2
, − 1√
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√
3
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√

2
3
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defined using the LJ interaction potential,

VLJ(ri j ) = 4εi j

[(
σ

ri j

)12

−
(

σ

ri j

)6]
, (2)

where σ is the atomic diameter. In particular, the purely repul-
sive part V r

LJ(ri j ) = VLJ(ri j ) for ri j < 21/6σ and V r
LJ(ri j ) = 0

otherwise. In contrast, the attractive part V a
LJ(ri j ) = 0 for ri j <

21/6σ and V a
LJ(ri j ) = VLJ(ri j ) otherwise.

The angle-dependent attractive interactions are defined
using

v(ψiα, ψ jβ ) = exp

[
− (1 − cos ψiα )2

δ2
iα

]

× exp

[
− (1 − cos ψ jβ )2

δ2
jβ

]
, (3)

where ψiα is the angle between the center-to-center separation
vector �ri j from atom i to j and the position vector �siα that
locates patch α on the surface of atom i and δiα/σ = δ jβ/σ =
0.1 determines the range of ψiα values that contribute to the
energy, as illustrated in the inset to Fig. 2(b). The attractive
interactions are only nonzero when �ri j is aligned with both of
the position vectors that locate patch α on i and patch β on j,
i.e., ψiα � ψ jβ � 0. [See Fig. 2(b).]

Atoms i and j can be of the same element type or differ-
ent. The anisotropic interactions are only nonzero between
like species, i.e., we set ψiα = ψ jβ = 0 when i and j are
different atom types so different atomic species interact via
the isotropic LJ potential. The energetic parameters εAA and
εBB give the cohesive energies of the pure substances, and
εAB is the interaction energy between atom types A and B
(εAB = √

εAAεBB). The patchy-particle potential V (ri j ) is trun-
cated and shifted at ri j = 2.5σ . When calculating the forces
between atoms i and j, we only include the pair of patches α

and β that maximizes the value of v(ψiα, ψ jβ ).

In this paper, we consider three sets of cohesive energies:
(i) the cohesive energy ε is the same for atoms with fcc, bcc,
hcp, and ICO symmetries; (ii) the cohesive energy ε is the
same for atoms with fcc, bcc, and ICO symmetries, while
εhcp = 2ε for atoms with hcp symmetry, which ensures that
pure substances with fcc, bcc and hcp symmetries have the
same Rc; and (iii) the cohesive energy for atoms with hcp
symmetry εhcp = 3εfcc so the GFA of pure substances with
hcp symmetry is worse than that for pure substances with
fcc symmetry. By tuning the cohesive energy, we can vary
the GFA of the pure substances with fcc, bcc, hcp, and ICO
symmetries, as well as the six types of binary mixtures. In this
work, we consider binary mixtures containing atoms with (1)
hcp and fcc symmetries, (2) hcp and bcc symmetries, and (3)
fcc and bcc symmetries, as well as mixtures with (4) hcp and
ICO symmetries, (5) bcc and ICO symmetries, and (6) fcc and
ICO symmetries.

We simulated N = 1000 patchy particles in cubic cells
with periodic boundary conditions to measure the critical
cooling rate as a function of the fraction of atoms with a
given type of symmetry. In our previous work [15], where
we carried out computational studies of equal-sized binary LJ
alloys, we showed that the critical cooling rate depends only
weakly on system size for N � 1000 atoms. We also carried
out simulations with N = 3456 patchy particles, which gave
similar results to those for N = 1000. We first equilibriate the
system in a liquid state at high temperature well above the
melting temperatures of the pure substances. We then cool
the system linearly with rate R from high to low tempera-
ture Tf /ε = 0.1, well below Tg. We integrated the equations
of motion using a time step �t = 0.001 at constant volume
with density ρ = 1.0. 20 independent runs are performed at
each composition fB and cooling rate R to generate ensemble
averages. The results from the patchy-particle model simula-
tions are reported in reduced units: εAA for energies, σAA for
length scales, and σAA

√
m/εAA for timescales. The Boltzmann

constant kB is set to unity.
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C. Structure analysis

To determine the critical cooling rate Rc, we analyze the
local structural order of the solid-like states obtained by
quenching the systems to low temperature. We have two goals:
(1) identify the symmetry of the local positional order for each
atom and (2) identify the fraction of atoms in the system that
possess crystalline (with either fcc, bcc, or hcp symmetry) or
quasicrystaline order.

To perform the first task, we define two measures of the
local bond-orientational order, Ql and Wl . We first identify the
nearest neighbors of each atom by performing Voronoi tesse-
lation of the atomic centers. We calculate the l-fold symmetric
complex bond orientational order parameter qlm(i) for each
atom i:

qlm(i) = 1

Ni

Ni∑
j=1

Aj

Ai
tot

Ylm(θ (ri j ), φ(ri j )), (4)

where Ni is the number of nearest (Voronoi) neighbors of atom
i, m is an integer between −l and l , Ylm(θ (ri j ), φ(ri j )) is the
spherical harmonic with degree l and order m, and θ and φ

are the polar and azimuthal angles in a spherical coordinate
system centered on atom i. The contribution from the spheri-
cal harmonics of each neighbor j of atom i is weighted by the
fraction Aj/Ai

tot of the area of the Voronoi face separating the
two atoms to the total area of all faces Ai

tot of the polyhedron
surrounding atom i. We calculate the average complex bond
orientational order parameter Qlm(i) by averaging qlm(i) over
the first coordination shell:

Qlm(i) = 1

Ni + 1

(
qlm(i) +

Ni∑
j=1

qlm( j)

)
. (5)

The real-valued bond-orientational order parameter Ql is ob-
tained by summing the magnitude squared of Qlm(i) over m:

Ql (i) =
√√√√ 4π

2l + 1

l∑
m=−l

|Qlm(i)|2. (6)

Another measure of bond orientational order is calculated
using

Wl (i) =
∑

m1+m2+m3=0

(
l l l

m1 m2 m3

)
Qlm1 (i)Qlm2 (i)Qlm3 (i)

(7)
and

Ŵl (i) = Wl (i)

(
∑l

m=−l |Qlm(i)|2)
3
2

, (8)

where
( l l l

m1 m2 m3

)
is the Wigner 3- j symbol. Similar quan-

tities, wl and ŵl , which are not averaged over the first
coordination shell, can be defined using Eqs. (7) and (8) by
replacing Qlm(i) with qlm(i).

The combination of order parameters Q6, Ŵ6, and Ŵ4

can be used to identify the symmetry of the local positional
order [30]. First, we only consider atoms with a sufficient
amount of bond orientational order, i.e., Q6 > a, where a =
0.25. bcc-like order satisfies Ŵ6 > 0; fcc-like order satisfies
Ŵ6 � 0 and Ŵ4 < 0; and hcp-like order satisfies Ŵ6 � 0 and

Ŵ4 > 0. Atoms with ICO symmetry possess Q6 < a and w6 <

−0.023. Using this method, we can determine the fraction of
atoms, c, with fcc, hcp, and bcc positional order, as well as
identify those atoms with local icosohedral order.

We now seek to determine the number of crystal- or
quasicrystal-like atoms in the system independent of the type
of symmetry of the local positional order. To do this, we
calculate the order parameter

sl (i, j) =
∑l

m=−l qlm(i)q∗
lm( j)√∑l

m=−l |qlm(i)|2
√∑l

m=−l |qlm( j)|2
, (9)

where j indicates a Voronoi neighbor of atom i. When
sl (i, j) � bc, the bond between atoms i and j is consid-
ered crystalline or quasicrystalline, otherwise it is considered
disordered. In this paper, we find l = 6 and bc = 0.7 can
effectively detect the formation of crystal structures (fcc,
hcp, and bcc) [31], while l = 12 and bc = 0.45 can detect
the formation of quasicrystalline structures [32]. To detect
quasicrystalline structures, we calculate s12(i, j) including
neighbors with separations ri j < 2.31σ as in Ref. [32]. If
more than half the bonds between atom i and its neighbors
are crystalline or quasicrystalline, the central atom i is labeled
as crystalline or quasicrystalline. Thus, we can calculate the
fraction of crystalline and quasicrystalline atoms fc = Nc/N
and fq = Nq/N , where Nc (Nq) is the number of crystalline
(quasicrystalline) atoms, as a function of the cooling rate R.

D. Calculation of the critical cooling rate Rc

In prior studies [15], which focused on systems that mainly
form fcc crystals at low cooling rates, we calculated 〈Q6〉 as a
function of R to determine the critical cooling rate Rc. Atoms
with fcc-, hcp-, and bcc-like order possess different values of
Q6, and thus Q6 alone cannot be used to identify the critical
cooling rate. Instead, we calculate the fraction fc (or fq) of
crystalline (or quasicrystalline) atoms as a function of R. In
general, we find that

fc,q = 1

2

(
1 − tanh

[
log10

( R

Rc

) 1
κ

])
, (10)

where 0 < κ < 1 is the stretching exponent. The critical
cooling rate Rc is defined as the rate at which fc = 0.5
(or fq = 0.5).

E. Cosputtering deposition and x-ray diffraction experiments

Compositionally graded alloy libraries were fabricated us-
ing confocal dc magnetron cosputtering (AJA International
ATC2200), as illustrated in Ref. [33]. The sputtering targets
for the TiAl, CrNiCu, and CrFe-CoNi-Cu alloys were loaded
into sputtering sources, which were tetrahedrally arranged
toward the substrate, pointing at its center at an angle of
29.8◦. Two libraries were prepared for the TiAl binary sys-
tem, with sputtering powers adjusted on each source to yield
approximate center compositions of Ti75Al25 and Ti25Al75.
One library was prepared for the ternary and quinary system
each. The sputtering target purities were 99.99% or better
(Kurt Lesker Company). Films were deposited to a thickness
of 500 nm on 100-mm-diameter silicon wafer substrates with
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3 μm thermal oxide (University Wafer Inc.). The substrate
was masked to yield 3-mm alloy patches on a 6-mm square
grid. Before each cosputtering fabrication, the processing
chamber was evacuated to a base pressure of 5.0 × 10−7 Torr
or less. The films were then deposited by flowing ultrahigh
purity argon at 5.8 × 10−3 Torr. Composition distributions
were measured using automated energy dispersive x-ray flu-
orescence spectroscopy (with a Helios G4 UX DualBeam
FIB at Yale University’s Materials Characterization Core, as
well as an Oxford Instruments X-Max detector attached to a
Zeiss Sigma VP Field Emission scanning electron microscope
at Southern Connecticut State University). For the binary li-
braries, the composition distribution was measured along the
respective line of patches with the widest available composi-
tion range. X-ray diffractograms were measured on the same
line of patches with a Rigaku Smartlab x-ray diffractome-
ter using Bragg-Brentano focusing, Cu-Kα radiation, and a
2-mm beam mask. For the ternary and quinary library sys-
tems, diffractograms were measured using high-throughput
x-ray diffraction at the Stanford Synchrotron Radiation Light-
source at SLAC National Accelerator Laboratory, beamline
1–5. The photon energy was 12.7 keV. The composition range
of glass formation and crystal structures were determined
from the resulting diffractograms. (See Appendix A.)

III. RESULTS

In this section, we describe the results for the GFA of
binary alloys modelled using both the EAM and patchy-
particle potentials, as well as the results for the sputtering and
x-ray diffraction experiments on binary, ternary, and multi-
component alloys, all with similar atomic sizes. For the EAM
MD simulations, we calculate the critical cooling rates for
NiCu and TiAl binary alloys and show that the composition-
dependent Rc is very different for these two alloys systems.
In contrast to the NiCu alloys, the TiAl alloys can possess
strong local ICO order, leading to significantly lower criti-
cal cooling rates. To investigate the effect of each element’s
atomic symmetry on the GFA of binary alloys, we carried
out extensive MD simulations of the patchy-particle model
including mixtures of atoms with crystalline and local ICO
symmetries. We find that the critical cooling rate decreases
strongly when the alloys contain elements with ICO symme-
try. However, the dependence of Rc on local ICO order is
not monotonic with the fraction of atoms with icosahedral
symmetry fICO; when fICO > 0.8, quasicrystals form, which
causes Rc to increase. We also show that for systems where
there are no eutectics in the equilibrium phase diagram for an
alloy, the GFA and effective melting curve are not strongly
correlated. These results for the GFA for the patchy-particle
model are consistent with EAM MD simulations of binary al-
loys and experiments on binary, ternary, and multicomponent
alloys containing elements with similar atomic sizes.

A. GFA of binary alloys using EAM MD simulations

We first investigate the GFA of two specific binary alloys,
NiCu and TiAl, both with similar atomic sizes, using MD
simulations of the EAM potentials to determine Rc versus
the alloy composition [26,27]. In Fig. 3, we show results

FIG. 3. The fraction of crystalline atoms fc as a function of
cooling rate R from EAM MD simulations of (a) NiCu (for several
values of the fraction of Cu atoms fCu) and (b) TiAl (for several
values of the fraction of Al atoms fAl). The solid lines give fits
to Eq. (10).

for the fraction fc of atoms in crystalline environments as
a function of cooling rate R for NiCu and TiAl alloys. In
general, fc versus log10 R is sigmoidal, fc ∼ 1 for low cooling
rates, fc ∼ 0 for high cooling rates, and the Rc is determined
by fc(Rc) = 0.5. For the NiCu binary alloys, Rc ∼ 1012-1013

K/s and only depends weakly on the composition. In contrast,
Rc depends strongly on the fraction of Al atoms in TiAl alloys,
ranging from ∼1013 K/s for pure Ti to 1010 K/s for Al50Ti50.
In Fig. 4(a), we show that Rc for NiCu alloys varies by less
than a factor of 5 over the full range of composition. In
contrast, Rc for TiAl decreases strongly as fAl increases away
from pure Ti. When fAl is increased above 0.5, quasicrys-
tals form before the alloys form their equilibrium crystalline
phases. Thus, in the range 0.5 < fAl < 1.0, we determine Rc

according to fq(Rc) = 0.5, where fq is the fraction of atoms
in quasicrystalline local environments.

To validate the critical cooling rate Rc data from the
EAM MD simulations, one needs experimental data on the
atomic structure over a wide range of cooling rates for each
composition in each binary alloy. However, experimental
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FIG. 4. (a) The critical cooling rate Rc/R0
c for NiCu (normalized

by R0
c for pure Ni) versus the fraction fCu of Cu atoms, and TiAl

(normalized by R0
c for pure Ti) versus the fraction fAl of Al atoms,

obtained using EAM simulations. The binary alloys with fAl � 0.5
(cyan region) form quasicrystals for R < Rc. (b) Schematic diagram
of solidification for NiCu and TiAl alloys based on cosputtering
experiments, which correspond to R ∼ 109 K/s. NiCu alloys crys-
tallize over the full range of fCu, while TiAl alloys form glasses for
0.07 < fAl < 0.82.

studies using state-of-the-art cosputtering methods currently
only measure the atomic structure at one cooling rate (∼109

K/s) over the full range of compositions. Thus, these experi-
mental studies can only determine whether each composition
is crystalline or amorphous at the single cooling rate, R = 109

K/s. We encourage future experimental studies that measure
the atomic structure of alloys over a wide range of cooling
rates.

As discussed in Sec. II E, we performed cosputtering and
x-ray diffraction studies of the binary alloys NiCu and TiAl.
For the NiCu binary alloys, we found that all of the compo-
sitions were crystalline. The EAM MD simulations for NiCu
are consistent with these experimental results in the sense that
Rc � 1013 K/s is large (compared to that for TiAl) and only
weakly dependent on the Cu fraction. [See Fig. 4(b).] In the
experimental studies of TiAl, the compositions near pure Ti
(<8% Al) and near pure Al >82% Al) are crystalline, but
the remaining compositions are amorphous. (See the corre-
sponding x-ray diffractograms in Appendix A.) In the EAM
simulations of TiAl, we find that Rc drops rapidly as a function
of increasing Al fraction and then Rc begins increasing for
large Al fraction. Although the experimental Rc data is not
quantitatively the same as the MD simulation data, both sets
of data show that Rc is nonmonotonic as a function of the Al
fraction and Rc can be much lower for TiAl than CuNi. These
results from the EAM MD simulations and experiments serve

to motivate our simulations of binary alloys with different
atomic symmetries using the patchy-particle model.

Although Al crystallizes into fcc structures in equilib-
rium, experimental studies have shown that Al-based metallic
glasses possess local ICO order centered on the Al atoms and
may form metastable quasicrystals [34–36]. In addition, EAM
MD simulations have shown that pure Al forms quasicrystals
by rapid quenching [21,37]. In previous studies, Sheng et al.
characterized the structural properties of a wide range of Al-
based metallic glasses using EAM MD simulations [38] and
found that the average coordination number can vary from 10
to 20 as a function of the size ratio of the atomic species. In
binary metallic glasses, when the atomic sizes of Al and the
other element are similar, Sheng et al. found that the coor-
dination number is ∼12, which is consistent with local ICO
order. The above results for TiAl and other Al-based binary
alloys suggest that mixtures of elements with crystalline and
ICO atomic symmetries, and similar atomic sizes, can yield
alloys with Rc that are several orders of magnitude lower than
that for pure systems.

In the present paper, we carried out EAM MD simulations
of binary alloys composed of elements with the same atomic
sizes, such as Al and Ti (and Ni and Cu). In binary alloys
with the same atomic sizes, we argue that the cohesive energy
and atomic symmetry are dominant features in determining
the GFA. In future studies, we will carry out EAM MD
simulations of binary alloys composed of Ni, Fe, Co, and
Cu (all with similar atomic sizes), as well as binary alloys
composed of Al, Ti, Zn, Mo, Pd, Te, Pt, and Au (all with
similar atomic sizes), to generalize the results we found. If we
consider binary alloys with different atomic sizes, this feature
can compete with the other features—the cohesive energy and
atomic symmetry—–and change the results for the GFA found
for binary alloys composed of elements with similar sizes. In
future studies, we will also consider how all three features
(cohesive energy, atomic symmetry, and atomic size) affect
the GFA of binary alloys.

B. GFA of binary alloys using MD simulations of the
patchy-particle model

A limitation of EAM potentials [13] is that the atomic
symmetry of the elements cannot be tuned independently,
while keeping other important features, such as atomic size
and cohesive energy, fixed. To overcome this limitation, we
perform MD simulations of the patchy-particle model [24]
for binary alloys, where small patches on the surfaces of the
same types of atoms attract each other only when they are
aligned (and atoms of different types interact via the isotropic
LJ potential). Using the patchy-particle model, we study the
GFA of binary mixtures of the same-sized atoms with dif-
ferent atomic symmetries (e.g., bcc, fcc, and hcp). Systems
that contain atoms with a given symmetry crystallize with that
particular symmetry at low cooling rates. In addition, we study
mixtures of atoms with crystalline and ICO symmetries by
controlling the number and placement of patches on the atom
surfaces, which allows us to model a binary alloy in which
one element has much better GFA than the other even though
both elements have the same atomic sizes.
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FIG. 5. Contour plots of (a) the fraction of crystalline atoms
fc and (b) the average bond-orientational order parameter Q6 =
N−1

∑N
i=1 Q6(i) as a function of the fraction fhcp of atoms with hcp

symmetry and the reduced cooling rate R/R0
c for MD simulations of

the patchy-particle model for binary alloys containing mixtures of
atoms with hcp and fcc symmetries. R0

c is the critical cooling rate
of the pure substance with fcc symmetry. The cohesive energies for
the pure substances satisfy εhcp = 2εfcc.

In Figs. 5(a) and 5(b), we show contour plots of the fraction
fc of crystalline atoms and the average bond orientational
order parameter Q6 = N−1 ∑N

i=1 Q6(i) as a function of the
fraction fhcp of atoms with hcp symmetry and cooling rate
R from MD simulations of binary alloys modelled as patchy
particles with hcp and fcc symmetries. (We chose the cohesive
energies for the pure substances, such that εhcp = 2εfcc.) We
find that all of the systems crystallize at low R but they form
crystals with different symmetries as indicated by the different
values of Q6 for fhcp = 0 and 1. For fhcp = 0, Q6 ∼ 0.575,
indicating crystallization into fcc crystals. For fhcp = 1, Q6 ∼
0.485, indicating crystallization into hcp crystals. We find
similar behavior for the contour plots of fc and Q6 versus
R/Rc for the other binary mixtures of atoms with crystalline
symmetries.

In Fig. 6, we show Rc for binary alloys using the patchy-
particle model. In Fig. 6(a), we consider three binary alloys
with fcc-bcc, fcc-hcp, and hcp-bcc symmetries for elements
A-B and the same cohesive energies εAA = εBB. Pure sub-
stances with hcp symmetry have the lowest Rc, while Rc is
similar for pure substances with fcc and bcc symmetries. In
general, we find that Rc is minimal for nonpure substances.

For fcc-bcc binary alloys, the composition with the best GFA
has fB ≈ 0.5. In contrast, for binary alloys containing atoms
with hcp symmetry, the system with minimum Rc has a ma-
jority of hcp atoms.

In Fig. 6(b), we plot Rc for binary alloys containing atoms
that have fcc, bcc, and hcp symmetries, but the pure sub-
stances have similar GFAs (by varying the cohesive energies).
As in Fig. 6(a), Rc possesses a minimum in the range 0 <

fB < 1. For binary alloys containing atoms with bcc symme-
try, the system with the lowest Rc has a majority of bcc atoms.
For binary alloys with atoms with fcc and hcp symmetries,
fB ≈ 0.5 has the best GFA since fcc and hcp crystal structures
are similar.

In Fig. 6(c), we show Rc for binary alloys containing atoms
with fcc and hcp symmetries versus the hcp-fraction fhcp,
for three cases where hcp crystals have different GFAs (by
adjusting εhcp/εfcc). We find that as Rc at fhcp = 1 decreases,
fhcp with the best GFA increases. These results emphasize that
the location of the minimum in Rc is influenced by the GFA of
the pure substances, which depends on their atomic symmetry
and cohesive energy.

As shown in Fig. 6, for binary alloys containing same-sized
atoms, but different crystalline symmetries, the minimum Rc

changes by only a factor of 5 relative to that for the pure sub-
stances. For binary alloys with elements of the same atomic
sizes and symmetries, we showed previously that Rc scales
with the ratio of the cohesive energies of the pure substances
[15,24]. Thus, results for Rc for the patchy-particle model are
in general agreement with those for EAM simulations of NiCu
(with εNi/εCu ≈ 1.3) in Fig. 4(a), as well as experimental
studies of mixtures of Ar and Kr (with εKr/εAr ≈ 1.45) [39].

Motivated by the results for EAM MD simulations of TiAl
in Fig. 4(a), we show Rc for binary alloys containing atoms
with ICO and different crystalline symmetries in Fig. 6(d).
Rc decreases modestly (by less than an order of magnitude)
for fICO � 0.5, and decreases dramatically (by more than two
orders of magnitude) for 0.5 � fICO � 0.8. When fICO � 0.8,
the system can form quasicrystals [31], which causes Rc to
increase as fICO → 1. Note that Rc for elements with ICO
symmetry is much lower than that for elements with crys-
talline symmetry. We find that Rc( fICO) possesses a minimum
near fICO ∼ 0.8. The nonmonotonic behavior of Rc( fICO) can
be rationalized by considering the interfacial free energy bar-
rier for crystal nucleation [31,40–42]. In the crystal-forming
regime with fICO � 0.8, local ICO order is incompatible with
crystalline symmetry, and thus increasing fICO enhances the
free energy barrier for crystal nucleation, leading to decreases
in Rc. However, for fICO � 0.8, ICO symmetry becomes com-
patible with quasicrystalline order, reducing the interfacial
free energy barrier and increasing Rc.

C. Decoupling of the critical cooling rate and melting
temperature

Prior studies have suggested that in some alloys the com-
position with the best GFA corresponds to the composition
at which the deepest eutectic point occurs on the equilibrium
liquidus curve [17,43]. However, many alloys do not possess
eutectic points, and there are numerous examples where the
best GFA composition deviates from the deepest eutectic point
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FIG. 6. Rc for binary alloys (normalized by R0
c for the pure system with fcc symmetry) using the patchy-particle model. (a) Rc/R0

c for
binary mixtures with A and B atoms [(A: fcc, B: bcc; circles), (A: fcc, B: hcp; squares), and (A: hcp, B: bcc; triangles)] versus the fraction of
B atoms fB with εbcc/εfcc = εhcp/εfcc = 1.0. (b) Rc/R0

c for binary mixtures, where the pure substances (with fcc, bcc, or hcp symmetries) have
similar Rc. We set εbcc/εfcc = 1.0 and εhcp/εfcc = 2.0. (c) Rc/R0

c for binary mixtures with fcc and hcp symmetries, and εhcp/εfcc = 1.0, 2.0, and
3.0. (d) Rc/R0

c for binary mixtures of atoms with crystalline and icosahedral symmetries and the same cohesive energies.

[4,44,45]. To test this point, we measured the effective melting
temperature T eff

m (similar to the equilibrium melting temper-
ature Tm, see below) for all of the binary mixtures studied
in Fig. 6 and the EAM models of NiCu and TiAl. For cases
where the equilibrium crystal structure is known, Tm can be
accurately measured by identifying solid-liquid coexistence.
However, in our studies, we consider hundreds of binary al-
loys at different compositions containing atoms with different
cohesive energies and atomic symmetries. For most of these
alloys, the equilibrium crystal structure is not known. Thus,
we use an alternative method for determining the effective
melting temperature discussed in Ref. [46], which investi-
gated crystallization and glass formation in MD simulations
of binary and ternary alloys using many-body interaction po-
tentials. Specifically, we first crystallize each binary alloy by
cooling the system from the liquid state to low temperature
using the lowest accessible cooling rate for the simulations.
Since this cooling rate is typically much lower than the critical
cooling rate, the system crystallizes. We then slowly heat the
crystallized sample. During the heating process, we observe
a melting transition, which is indicated by a discontinuous
jump in the total potential energy per atom V . We show
two examples for V (T ) in Figs. 7(a) and 7(b) for EAM MD
simulations of TiAl at fAl = 0.5 and MD simulations of the
patchy-particle model for binary mixtures of atoms with fcc
and hcp symmetries at fhcp = 0.5. Since we generate the

crystallized state using a finite cooling rate and finite system
size, the crystal structure typically contains multiple crys-
talline domains and defects. Thus, we carry out at least 50
independent simulations to calculate the ensemble-averaged
melting temperature. Since the elevated cooling rates can gen-
erate metastable low-temperature states and the rapid heating
rates can induce overheating, we refer to our measurements
as the effective melting temperature T eff

m . Despite this, the
composition-dependent effective melting temperatures mea-
sured for both NiCu and TiAl using this technique are similar
to the equilibrium melting curves obtained from experimental
studies.

In Fig. 8(a), we show T eff
m for binary alloys containing

atoms with different crystalline symmetries, where the pure
substances have the same GFA. From experimental data in
Fig. 8(c), Tm for pure substances scales roughly linearly with
the cohesive energy, although the atomic symmetry gives rise
to deviations [25,47]. Thus, Tm for binary alloys containing
atoms with different crystalline symmetries is roughly linear
in fB, and the sign of the slope is determined by the sign of
εBB − εAA. We contrast this behavior for T eff

m ( fB) with that for
Rc( fB), which possesses a minimum in the range 0 < fB < 1.
In Fig. 8(b), we show T eff

m for binary alloys containing atoms
with ICO and crystalline symmetries. In this case, T eff

m is
nearly constant for fICO � 0.5, whereas Rc decreases by more
than two orders of magnitude. Thus, we do not find a strong
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FIG. 7. The potential energy per atom V versus temperature T
during heating of low-temperature solids for (a) EAM MD simula-
tions of TiAl at fAl = 0.5 and (b) patchy-particle MD simulations of
binary mixtures of atoms with hcp and fcc symmetries at fhcp = 0.5.
For (a), we find T eff

m ≈ 1490 ± 55 K using heating rate R = 1010 K/s
and for (b), we find T eff

m /(εAA/kB ) ≈ 1.88 ± 0.08 using heating rate
R ∼ R0

c . Five independent simulations are shown for each system.
The cohesive energies for the pure substances of the patchy-particle
systems satisfy εhcp = 2εfcc.

correlation between T eff
m (or Tm) and GFA in the binary alloys

with the same atomic sizes, but difference cohesive energies
and atomics symmetries, that we consider.

To what extent are the results for the patchy-particle model
consistent with those for the EAM MD simulations of NiCu
and TiAl? First, in Figs. 9(a) and 9(c), we show T eff

m versus
fCu for NiCu and versus fAl for TiAl alloys, which are con-
sistent with the experimental melting curves [48]. For NiCu,
T eff

m decreases roughly linearly from ∼1700 K to ∼1400 K
over the range 0 < fCu < 1. In contrast, Rc( fCu) for NiCu
possesses a shallow minimum near fCu ∼ 0.25. For TiAl,
T eff

m has a small maximum at ∼1800 K for fAl ∼ 0.3, and
then T eff

m decreases monotonically for fAl � 0.3. In contrast,
Rc( fAl) decreases over the range 0 < fAl < 0.5 and has a
minimum for fAl ∼ 0.9-0.95 (although the precise location
of the minimum is affected by the degree of quasicrystalline

order). These results further emphasize the decoupling of T eff
m

(or Tm) and Rc. Importantly, as shown in Figs. 9(b) for NiCu
and 9(d) for TiAl, the composition region with the best GFA
is the same as that with the largest fraction of atoms with ICO
order, and a minimal amount of (fcc, hcp, and bcc) crystalline
order.

D. Data collapse of critical cooling rate versus
local icosahedral order

Several studies have characterized the local structural or-
der, such as the size and shape of Voronoi polyhedra, local
bond orientational order, and changes of nearest neighbor
atoms, in glass-forming materials as they are cooled [13]. In
particular, researchers have found that the number of atoms
with local ICO order increases when good glass-formers are
cooled toward the glass transition [49]. Thus, one suggestion
for improving the GFA is to maximize the local ICO order. In
Fig. 10, we show that Rc for all of the patchy-particle systems
studied collapses when plotted against the fraction cICO of
atoms in the system that have local ICO order, where the
icosohedral order is characterized using rapid quenches R >

Rc for which all of the systems remain disordered. (Note that
cICO is determined by the fraction of atoms that possess Q6 <

0.25 and w6 < −0.023, as discussed in Sec. II C, and should
not be confused with fICO, which is the fraction of atoms with
12 patches arranged with ICO symmetry.) Rc(cICO) has several
key features. First, for cICO � 0.06, where most of the data for
the binary mixtures containing atoms with crystalline symme-
tries exists, Rc decays exponentially with increasing cICO. In
the regime 0.06 � cICO � 0.075, Rc decreases more rapidly.
For cICO � 0.075, since the system can form quasicrystals, Rc

begins to increase. Thus, we predict nonmonotonic behavior
in Rc(cICO).

E. Experimental measurements of the GFA for
multicomponent alloys

Additional results from the sputtering and x-ray diffraction
experiments [33] on multcomponent alloys with same-sized
atoms provide further support for our simulation findings.
(See Appendix A for more details concerning the structural
characterization of the alloys.) As shown in Fig. 11(a), all
compositions for NiCuCr (and NiCu) alloys crystallize for
R ∼ 109 K/s. These results emphasize that the atomic sym-
metry feature for Ni and Cu is fcc and bcc for Cr. The critical
cooling rate is large, Rc > 109 K/s, for all compositions in
the alloy system CrNiCu. The results in Fig. 11(b) show that
CrFe, CoNi, and Cu do not possess significant ICO atomic
symmetry, since there are no amorphous states over the full
range of compositions. These experimental results are also
consistent with the MD simulation results for the patchy-
particle and EAM potentials. The propensity of the elements
in CrFe-CoNi-Cu alloys for forming local ICO order is low,
and thus these alloys crystallize over the full range of compo-
sitions at R = 109 K/s. These alloys possess worse GFAs than
that for TiAl alloys over a wide range of compositions.

IV. CONCLUSIONS

In summary, we employed MD simulations of EAM poten-
tials and the patchy-particle model to investigate the influence
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FIG. 8. (a) Effective melting temperature T eff
m for binary alloys (in units of εAA/kB) using the patchy-particle model for mixtures of A and

B atoms. The pure substances have similar Rc; see Fig. 6 (b). (b) T eff
m for binary mixtures of atoms with crystalline and ICO symmetries. T eff

m

in (a) and (b) are obtained by heating the quenched crystalline solids to high temperature at rates Rh ∼ R0
c . (c) Tm versus the cohesive energy

per particle ε for 53 pure metals with bcc, fcc, and hcp symmetries in their equilibrium solid forms. The blue dashed line gives Tm = 0.03ε/kB,
where kB is the Boltzmann constant.

of atomic symmetry on the GFA of binary alloys with no
atomic size differences. In general, we find that the minimum
Rc does not occur for pure substances. For binary alloys
containing atoms with different crystalline symmetries, the
minimum Rc is only a factor of 5 lower than that for pure sub-
stances, which is consistent with recent experimental studies
of binary systems, such as NiCu and ArKr, whose elements
readily form fcc structures. In contrast, Rc for binary alloys
containing atoms with ICO and crystalline symmetries can
be reduced by three orders of magnitude relative to that for
pure substances by increasing fICO. These results emphasize

that the GFA of binary alloys can be greatly increased by
mixing elements that enhance local ICO order cICO. However,
Rc(cICO) is not monotonic; we show that Rc possesses a min-
imum at a characteristic cICO � 0.075, where quasicrystals
form. This result may explain why it is difficult to obtain
binary BMGs with large amounts of Al (since it may lead to
the formation of quasicrystals), whereas minor alloying with
Al can dramatically increase the GFA.

We note that our results for binary alloys with similar
sized atoms cannot be generalized to binary and ternary al-
loys with significant atomic size differences. Future EAM and

FIG. 9. (a) T eff
m versus fCu for EAM MD simulations of NiCu using Rh = 1011 K/s. (b) Fraction of atoms, c, with a given local order: hcp,

fcc, bcc, ICO, or other disordered motifs versus fCu for zero-temperature systems at R > Rc. (c) T eff
m versus fAl for EAM simulations of TiAl

using Rh = 1010 K/s. (d) Fraction of atoms, c, with a given local order: hcp, fcc, bcc, ICO, and other disordered motifs versus fAl at R > Rc.
For fAl > 0.5 (vertical dashed line), quasicrystals form for R < Rc. The local order in (b) and (d) is measured at R ∼ 1013 K/s.
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FIG. 10. Rc normalized by R0
c for pure substances with fcc sym-

metry plotted versus the fraction of atoms cICO with local icosahedral
order in binary alloys using the patchy-particle model. cICO is mea-
sured at zero temperature using the lowest R at which all systems
remain disordered. For cICO � 0.075, fcc, bcc, and hcp structures
form for R < Rc. In the cyan region, systems form quasicrystals for
R < Rc. The blue dashed line indicates exponential decay, Rc/R0

c ∼
exp(−23.5cICO).

patchy-particle model simulations should consider binary and
ternary alloys with cohesive energy, atomic symmetry, and
atomic size differences to make comparisons to a broad range
of experimental measurements of the critical cooling rates in
binary and ternary alloys. But the current findings could pro-
vide insights into the GFA of alloys with elements of different
sizes. For example, for CuZr, the cohesive energies satisfy
εZr > εCu, and thus pure Cu (with fcc symmetry) is expected
to have better GFA than pure Zr (with hcp symmetry). (This
result is confirmed by EAM MD simulations described in
Appendix B, which calculate the Rc of the pure metals). Fur-

FIG. 11. Crystallization of sputtered (a) CrNiCu and (b) CrFe-
CoNi-Cu alloys generated at cooling rate R ∼ 109 K/s. In (a),
systems along the binary NiCu axis form fcc crystals, in agreement
with the pure substances. With increasing fraction of Cr (with bcc
symmetry), the structure transitions to bcc. Crystal formation over
the full composition range indicates that Rc > 109 K/s for all Cr-
NiCu (and NiCu) alloys in experiments. Similarly, in (b), we find
crystal formation over the full range of compositions in CrFe-CoNi-
Cu alloys [33], despite several competing crystalline phases.

FIG. 12. (a) Composition-structure diagram for all of the TiAl
compositions studied. Each marker represents an alloy with an as-
sociated fraction of Al atoms, fAl, and a structural classification as
either amorphous (blue) or (partially) crystalline (red). Fully amor-
phous structure is found over the range from fAl = 0.07 to 0.82.
(b) X-ray diffractograms corresponding to the markers in (a) are
arranged along the z axis, which represents the associated binary
composition fAl. Based on these diffractograms, an alloy is either
classified as amorphous (blue) if no Bragg peaks are observed,
or (partially) crystalline (red) otherwise. Diffractograms were ac-
quired for 2θ ranging from 20 to 90◦, but are shown over a smaller
range here.

ther, Zr is larger than Cu with diameter ratio, σCu/σZr = 0.8,
and based on our prior studies of binary LJ systems [50],
Cu-rich alloys (with a majority of smaller atoms) have better
GFAs. Thus, based on the cohesive energies and atomic sizes
of Cu and Zr, the composition with the best GFA should be
Cu rich.

Previous experimental studies of CuZr binary alloys
have identified three compositions, Cu64Zr36, Cu56Zr44, and
Cu50Zr50, with good GFAs [51]. They showed that the GFAs
for Cu64Zr36 and Cu50Zr50 were comparable within experi-
mental error, and Cu56Zr44 had worse GFA than the other
two. Experiments by Altounian et al. [52] also characterized
crystallization and glass formation in CuZr binary alloys over
a wide range of compositions. They found that Cu64Zr36 pos-
sessed the largest activation energy barrier for crystallization.
In addition, EAM MD simulations of CuZr binary alloys
have shown that Cu64Zr36 is the composition with the best
GFA, and at this composition the local icosohedral order is
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FIG. 13. Experimental data for the as-sputtered Cr-Cu-Ni ternary
system. Panels (a) and (b) show the structural classification of each
alloy as either bcc, bcc+fcc, or fcc crystal structure. (a) presents a top
view of the wafer library. (b) also shows the ternary compositional
distribution of these alloys presented as a Gibbs triangle. In (c),
a representative selection of x-ray diffractograms is shown. These
diffractograms correspond to the line of alloy patches on the Cr-Cu-
Ni alloy library that is indicated by the grey arrow in the top panels.
All diffractograms here exhibit full crystallinity and are classified as
either bcc, bcc+fcc (two-phase region), or fcc structure. (The peak
observed at q ∼ 5 Å−1 originates from the substrate’s background
signal, not the alloys themselves.)

maximum [53]. (See Appendix B.) Thus, consistent with our
expectations, these results suggest that the CuZr composition
with the best GFA is Cu-rich. In future studies, we will per-
form MD simulations of models of CuZr and other binary
alloys with effective pairwise interactions that include cohe-
sive energy, atomic symmetry, and atomic size differences to
identify the most promising BMG-forming binary alloys.
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APPENDIX A: STRUCTURAL CHARACTERIZATION OF
ALLOYS FROM CO-SPUTTERING DEPOSITION AND

X-RAY DIFFRACTION EXPERIMENTS

We carried out cosputtering and x-ray diffraction experi-
mental studies of crystallization and glass formation in binary,
ternary, and multicomponent alloys, containing elements with

FIG. 14. (a) Fraction of atoms fc with crystalline order versus
cooling rate R from EAM MD simulations of pure Cu and pure Zr.
(b) Fraction of atoms c with a given local crystalline order (hcp, fcc,
and bcc), icosahedral order (ICO), and other disordered motifs in
CuZr alloys versus fZr from EAM MD simulations obtained from
the low-temperature solids at cooling rate R = 1010 K/s.

nearly identical sizes. (See Sec. II E for experimental details.)
We show the structural characterization results for TiAl alloys
in Fig. 12. In Fig. 12(a), we identify the compositions that
possess amorphous structures at the characteristic cooling rate
109 K/s. In Fig. 12(b), we show the x-ray scattering intensity
over a range of fAl. It is clear that even though there is no
atomic size difference for TiAl alloys, a wide range of compo-
sitions, 0.07 < fAl < 0.82 form glasses. However, as shown
in Fig. 13, all compositions for the Cr-Cu-Ni alloy system (in-
cluding all NiCu binary alloys) crystallize at the characteristic
cooling rate of 109 K/s. These results are consistent with our
EAM MD simulation studies of NiCu and TiAl binary alloys.

APPENDIX B: EAM MD SIMULATIONS OF CuZr
BINARY ALLOYS

We also performed EAM MD simulations of the GFA of
CuZr alloys to relate our current studies of binary alloys with
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the same-sized atoms, but different cohesive energies and
atomic symmetries, to future studies of alloys with different
atomic sizes, as well as different cohesive energies and atomic
symmetries [54]. Cu has a smaller atomic size and cohesive
energy than Zr. Also, Cu forms fcc crystals in equilibrium,
and Zr forms hcp crystals. As discussed in the main text,
MD simulations of the patchy-particle model predict that pure
systems composed of Cu atoms will have better GFAs than
pure systems composed of Zr atoms, which is confirmed by
the results in Fig. 14(a). In particular, Rc for pure Cu is
approximately two orders of magnitude smaller than than that

for pure Zr. We also analyzed the local structural order in
the low-temperature solid state in CuZr alloys obtained by
quenching the high-temperature liquid states at R = 1010 K/s
over a range of compositions fZr. As shown in Fig. 14(b),
the Zr-rich alloys are more prone to crystallization than the
Cu-rich alloys, indicating that the Cu-rich alloys are the better
glass formers. In Fig. 14(b), we also show that the fraction of
atoms with local ICO order possesses a peak near fZr ≈ 0.30,
which indicates the composition with the best GFA. Note that
the height of the maximum in the fraction of atoms with ICO
order depends on the cooling rate R > Rc.
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